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Abstract— This work proposes a fully autonomous process to train Convolutional Neural Networks (CNNs) for object detection and pose estimation in setups for robotic manipulation. The application involves detection of objects placed in a clutter and in tight environments, such as a shelf. In particular, given access to 3D object models, several aspects of the environment are simulated and the models are placed in physically realistic poses with respect to their environment to generate a labeled synthetic dataset. To further improve object detection, the network self-trains over real images that are labeled using a multi-view pose estimation process. Results show that the proposed process outperforms popular training processes relying on synthetic data generation and manual annotation.

I. INTRODUCTION

Object detection and pose estimation are frequently the initial step of any robotic manipulation task. The state of the art techniques for solving such visual recognition problems are based on supervised training of Convolutional Neural Networks (CNNs). Desirable results are typically obtained by training CNNs using datasets that involve a very large number of labeled images (e.g., ImageNet [1], and MS-COCO [2]). Creating such large datasets requires intensive human labor. Furthermore, as these datasets are general-purpose, one needs to create new datasets for specific object categories and environmental setups.

The recent Amazon Picking Challenge (APC) [3] has reinforced this realization and has led into the development of datasets specifically for the detection of objects inside shelving units. These datasets are created either with human annotation [4], [5] or by constraining scenes to single objects and performing background subtraction [6]. An increasingly popular approach to avoid manual labeling is to use synthetic datasets generated by rendering 3D CAD models of objects with different viewpoints. Synthetic datasets have been used to train CNNs for object detection [7] and viewpoint estimation [8]. One major challenge in using synthetic data is the inherent difference between virtual training examples and real testing data. There is a considerable interest in studying the impact of texture, lighting, and shape to address this disparity [9]. One issue with synthetic images generated from rendering engines is that they display objects in poses that are not physically realistic. Moreover, occlusions are usually treated in a rather naive manner, i.e., by applying cropping, or pasting rectangular patches, which again results in unrealistic scenes [7] [8] [10].

This work proposes an automated system for generating and labeling datasets for training CNNs. In particular, the two main contributions of this work are:

- a simulator that uses the information from camera calibration, shelf or table localization to setup an environment, performs physics simulation to place objects at realistic configurations and renders images of scenes to generate a synthetic dataset to train an object detector,
- and a lifelong self-learning system that uses the object detector trained with our simulator to perform a robust multi-view pose estimation with a robotic manipulator, and use the results to correctly label real images in all the different views. The key insight behind this system is the fact that the robot can often find a good view that allows the detector to accurately label the object and estimate its pose. The object’s predicted label is then used to label images of the same scene taken from more difficult views.

Please refer to [12] for an extended version of this work. For transparency, the software and data for the proposed system, are publicly available at http://www.cs.rutgers.edu/~cm1074/PHYSIM.html

II. TECHNICAL DETAILS

The problem statement that we consider is: given a discrete set of sensing configurations of the manipulator and a list of known objects that might appear in the scenes, our objective is to generate a labeled dataset that mimics the data from sensor. Quality of the dataset will be evaluated by using it to train a CNN based object detector and testing it’s performance on data received from the sensor itself. We approach the problem in two broad steps of physics-aware simulation and real-world adaptation.

The first component is a physics-aware simulator that generates realistic synthetic data. The pipeline for the process is depicted in [1]. This module has been implemented using the Blender Python API which internally uses Bullet for physics simulation. We start with creating texture mapped 3D CAD models of the known objects and the resting surface such as a shelf or a table in Blender. A RANSAC[13] based approach is used to calibrate the resting surface. Once the resting surface is localized, object
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selection and initial poses for each scene are chosen uniformly at random within a domain defined by the geometry of the resting surface. Once initialized, the objects fall due to gravity, bounce, and collide with each other and with the resting surfaces. Any inter-penetrations among objects are appropriately treated by the physics engine. The final poses of the objects, when they stabilize, resemble real-world poses. The simulated scene is then rendered from multiple views using the camera poses computed from the known sensing configurations of the robot. The illumination of the scene is approximated by using point light sources which are varied with respect to location, intensity, and color for each rendering. Finally, perspective projection is applied to obtain 2D bounding box labels for each object in the scene. The overlapping portion of the bounding boxes for the object that is further away from the camera is pruned. The synthetic dataset generated from the above process is used to train Faster R-CNN [11] based object detector with deep VGG network architecture [14].

Given access to an object detector trained with the physics-aware simulator, the self-learning pipeline as depicted in figure 2 precisely labels real world images using a robust multi-view pose estimation. This is based on the idea that the detector performs well on some views, while might be imprecise or fail in other views, but aggregating 3d data over the confident detections and with access to the knowledge of the environment, a 3d segment can be extracted for each object instance in the scene. This combined with the fact that we have 3d models of objects, makes it highly likely to estimate correct 6D pose of objects given enough views and search time. We use Super4PCS [15] to perform model matching. The confident success in pose estimation is then projected back to the multiple views, and used to label real images. These examples are very effective to reduce the confusion in the classifier for novel views. The process also autonomously reconfigures the scene using manipulation actions to apply the labeling process iteratively over time on different scenes, thus generating a labeled dataset which is then used to re-train the object detector. The PRACSYS motion planning library is used for performing the manipulation actions.

III. EVALUATION

We evaluate our system on the benchmark dataset released by Team MIT-Princeton [6] in the APC 2016 framework. The experiments are performed on 148 scenes in the shelf environment with different levels of lighting and clutter. The scenes include 11 objects used in APC with 2220 images and 229 unique object poses. The objects were chosen to represent different geometric shapes, however ignoring the ones which did not have any depth information. The standard Intersection-Over-Union (IoU) metric is used to evaluate the performance in object detection task. For 6D pose estimation success is evaluated as the percentage of predictions with an error in translation less than 5cm and mean error in the rotation less than 15°. Evaluations for the object detection task can be found in Table 3. We compare our results to the benchmark performance [6], where the training images are real images of single objects labeled by background subtraction. We further demonstrate the importance of placing objects at physically realistic
poses in the simulation and the utility of randomization with respect to the unknown parameters such as illumination.

The utility of our training in localizing highly occluded objects from multiple views, is reflected in the performance on the 6D pose estimation task [4]. We compare our system to that of the MIT-Princeton team for APC 2016, where the system uses a semantic segmentation framework [16] trained with a dataset of real images. It is interesting to note that our success in pose estimation task is at par with the success achieved when using ground-truth bounding boxes. This identifies the need for an efficient global reasoning for pose estimation which is generally ignored because their computation complexity.

**Fig. 4: Pose Estimation results using different object recognition and model matching techniques.**

**IV. FUTURE WORK**

In this work we presented a system to autonomously generate data to train CNNs for object detection and pose estimation in robotics. Even though the physics simulation contributes significantly in the training process, there exists a dataset bias in simulated data with respect to texture and illumination which we tackled by randomization and adding self-labeled real examples. In the future, we would like study how could learning the unknown parameters of the simulation such as illumination and model properties help improve the training, and secondly, how to efficiently use such a simulation for global reasoning in the pose estimation problem.
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